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Abstract

It is increasingly important to structure signal processing algorithms and systems to allow for
trading off between the accuracy of results and the utilization of resources in their implementa-
tion. In any particular context, there are typically a variety of heuristic approaches to managing
these tradeoffs. Omne of the objectives of this paper is to suggest that there is the potential for
developing a more formal approach, including utilizing current research in Computer Science on
Approximate Processing and one of its central concepts, Incremental Refinement. Toward this
end, we first summarize a number of ideas and approaches to approximate processing as currently
being formulated in the computer science community. We then present four examples of signal
processing algorithms/systems that are structured with these goals in mind. These examples may
be viewed as partial inroads toward the ultimate objective of developing, within the context of
signal processing design and implementation, a more general and rigorous framework for utilizing

and expanding upon approximate processing concepts and methodologies.
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1 Introduction

In many contexts it is desirable that algorithms and systems be structured so as to allow for the possi-
bility of trading off between the accuracy or optimality of the results they produce and their utilization
of resources such as time, power, bandwidth, memory, and system cost. For example, in communica-
tions systems, lossy source coding which results in approximate rather than exact signal transmission
provides the opportunity to reduce the required transmission bandwidth. In communication networks
with real-time constraints on the transport of multimedia data such as speech or video, scalable com-
pression algorithms enable signal quality to be sacrificed in order to utilize reduced bandwidth or
reduce transmission delay. In computer science, heuristic and approximate search strategies have been
developed for applications where exact and exhaustive search strategies are intractable. The balance
between accuracy and resource requirements in a system that performs digital signal processing (DSP)
can be influenced by the selection of word lengths, filter order, and sampling rate.

In these various problem domains, there exist both formal and informal approaches to managing
the tradeoff between accuracy and resources. Over the last decade there has been a growing interest in
the development of more formal and structured approaches to obtaining a satisfactory balance between
these opposing design factors. This work has been driven primarily by a desire to realize systems that
perform demanding tasks within dynamically evolving environments. Various authors have used the
terms approximate processing [1], imprecise computation [2], and flexible computation [3] to describe
this basic approach to system design. The introduction of formal approaches to approximate processing
offers the possibility of continuously optimizing system performance within the constraints imposed by
the currently available resources and, in this way, achieving graceful degradation of performance in
adverse circumstances as an alternative to system failure.

The establishment of basic design principles is a fundamental aspect of developing such formal
approaches and certain concepts have been identified as being generally useful. In communications,
for example, a well established approach to time-varying or unpredictable channel bandwidth is the

notion of embedded coding [4] whereby the coding strategy involves a hierarchy of data. Including
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additional levels of the hierarchy implies incrementally refining the quality of the decoded signal. A
closely related and well-established example is the use of progressive transmission [5] for data or images
in which signal transmission is structured so that successively better approximations to the signal are
obtained as transmission proceeds in time. This is useful in a variety of situations, such as transmission
over a channel which is only available for a limited and unpredictable time duration or when it is
appropriate to halt transmission once a sufficiently accurate signal reconstruction is obtained.

A central concept in the approximate processing literature is that of computation structures with
the incremental refinement property. Such structures, which have also been referred to as successive
approximation, iterative refinement, or anytime [6] algorithms, are defined to consist of a succession
of stages, each of which improves upon the answer produced by the previous one. In general, the
improvement in each answer is measured with respect to the degree to which it approximates an ideal
answer for the given application. A straightforward example of an incremental refinement algorithm
is the long division procedure, which produces an additional significant digit of the quotient at each
iteration. Another common example is Newton’s root-finding method, in which the number of iterations
(stages) that are performed is based on the desired amount of accuracy. In the context of signal
processing, a recent example, to be discussed in greater detail in Section 3, is an FFT-based maximum-
likelihood (ML) signal detector. Specifically, we show that by using the ML detection strategy after each
stage of the FF'T, a series of suboptimal detectors is obtained with performance improving incrementally
toward that obtained with the full FFT. More generally, since multistage and iterative algorithms are
common in signal processing, it is not surprising that DSP offers a fertile ground for exploring formal
usage of approximate processing concepts in general and incremental refinement structures in particular.

Incremental refinement structures for basic categories of signal processing computations (such as
transforms and filters) may be used as building blocks to aid the design of application-specific systems.
Some applications may simply call for using a fized number of stages of a given incremental refine-
ment structure. In this case, the availability of an incremental refinement structure offers design-time

flexibility for selecting the most suitable number of stages for the application system. In making this
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selection, the designer would take into account both resource availability (such as processor capacity)
and the expected effect on overall system performance. In the context of the model-year concept for
the rapid prototyping of systems [7], this also offers the advantage that as the underlying hardware
technology improves, one may obtain improved system performance in future design cycles by simply
utilizing a greater number of stages of the same incremental refinement structure. With this approach, it
would then not be necessary to modify the original processor architecture. The incremental refinement
structures discussed in sections 3 to 5 are all amenable to this type of design philosophy.

In other applications, it is desirable for the overall system to select, during run time, the number of
stages to use from a given incremental refinement structure. This type of situation would arise if the
system is to operate in a dynamically changing environment (either in terms of its input data or in terms
of resource availability). In such cases, it is desirable to design an adjunct control mechanism for the run-
time adaptation of the number of stages to be used. An example of an adjunct control mechanism for
incremental refinement structures in the context of a low-power digital filtering application is discussed
in Section 6. As illustrated in that section, it is obviously important to keep the costs associated with
the control mechanism low relative to the savings achieved by run-time adaptation. In the context
of rapid prototyping, as the underlying hardware technology improves, improved performance may be
obtained without requiring basic changes in the processor architecture.

Over the past several years, we have been exploring incremental refinement structures for basic
categories of signal processing tasks and examining their implications for the design of application-
specific systems. In this paper, we describe some of our major results and place them within the context
of various concepts and formalisms emanating from the Approximate Processing subfield of Computer
Science. Specifically, in Section 2 we provide a brief overview of that subfield and the relevance of
its concepts to approximate signal processing. We then present in sections 3-6 various case-studies
from our research on incremental refinement structures for DSP. In Section 3 we illustrate how the
FFT may be used as an incremental refinement structure for signal detection. In Section 4 we derive

new incremental refinement structures based on the DFT for real-time spectral analysis. In Section
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5, we illustrate how an existing DSP computational structure for a particular application (DCT-based
Image Encoding/Decoding) may be modified to obtain an incremental refinement structure. Section
6 describes how incremental refinement structures for certain IIR and FIR digital filters may be used
in conjunction with a suitable control mechanism to design adaptive resource-conserving systems for

low-power frequency-selective filtering.

2 Approximate Processing

In several areas of Computer Science there has been considerable interest in the development of formal
approaches to the design of systems employing approximate processing techniques. The earliest studies
dealing explicitly with this topic were performed independently in the areas of Artificial Intelligence
and Real-Time Systems. In his study of automated reasoning systems for emergency medical diagnosis,
E. J. Horvitz proposed [3] in 1987 the explicit use of resource constraints to inform heuristic reasoning
strategies within a decision-theoretic framework. He suggested that reasoning strategies with incre-
mental refinement capabilities could be used to maximize the utility of a system’s results by explicitly
weighing the risk of acting on an uncertain medical diagnosis against the cost of performing additional
computation. He proposed that by quantifying the manner in which delayed results decreased a sys-
tems effectiveness and the amount by which the accuracy of the diagnosis improved with the amount of
time spent in computation, one could derive the optimal amount of computation to invest in obtaining
a diagnosis. That same year, in a series of publications, J. W.-S. Liu et al. outlined an approach to
designing general purpose real-time computer systems that can skip non-critical portions of scheduled
jobs in order to avoid missed deadlines during system overloads [2, 8, 9]. This work included new results
in scheduling as well as a design tool for constructing and testing Approximate Processing systems. It
also relied on the use of algorithms with the incremental refinement property.

Since those initial studies, a large number of publications on formal methods for employing approx-

imate processing have appeared in the Computer Science literature. The ideas presented in the initial

papers have been further developed, alternative approaches have been proposed, and some important
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new results have been obtained. Several of these are presented in Sections 2.1-2.2. Other significant
approaches are discussed in a recent review paper [10].

Although significant activity on this topic has been reported in the Computer Science literature,
there has been very little direct migration of these results into other areas or into specific applications.
This may be due in part to the lack of incremental refinement algorithms for many computational
tasks and the lack of dependable analyses relating resource allocation and output quality for those that
exist. In particular, the application of approximate processing methodology to the area of DSP has
not been previously considered. Section 2.3 discusses several domains in which approximate processing
methodologies have been successfully applied and addresses issues relevant to their application in the

context of DSP.

2.1 Algorithm Characterization Using Performance Profiles

An important component of any formal approach to the design of systems employing approximate
processing is the quantification of the tradeoffs between output quality and resource usage. Such
analyses supply an abstract means for the representation and comparison of algorithms and provide a
language in which various design problems can be formulated and solved.

The most comprehensive framework that has been proposed for characterizing quality /cost tradeoffs
is based on the use of performance profiles [11] [12] [13]. Performance profiles are functions that map
the possible resource allocations for an algorithm onto a numerical measure of output quality. This
framework includes several different performance profile structures with varying degrees of complexity.

For a given algorithm A, the simplest performance profile is a function P4 : R¥ — R that maps
a resource allocation onto a quality measure. The resource allocation value may represent any useful
resource measure such as time, memory, arithmetic operations, power, or number of processors. Quality
is an objective measure of some property of the algorithm’s output. Fig. 1 illustrates the performance
profiles associated with two different computational structures. In Fig. 1(a), we see the profile associ-

ated with a “standard” algorithm one that requires some fixed amount of resources to compute its
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Figure 1: Typical performance profiles for (a) a “standard” algorithm and (b) an incremental refinement
algorithm. (Adapted from [12].)

results and for which smaller allocations do not produce any meaningful results. Fig. 1(b) illustrates a
performance profile associated with an incremental refinement algorithm. The output quality obtained
from this algorithm can be seen to increase incrementally as additional resources are provided. It should
be noted that every algorithm that uses resources and produces output has a performance profile
the concept is not restricted to approximation algorithms. In some instances, however, determining a
meaningful performance profile for a given algorithm may be difficult.

There are several important aspects of algorithm performance that this simple performance profile
does not capture. One such aspect is that for some algorithms, the quality of the output obtained
may vary although its resource usage is fixed. In such instances, a performance distribution profile
(PDP) can be used. A PDP for an algorithm A is a function D 4:R* — Prob{R} that maps a resource
allocation onto a probability distribution over the quality of the results. One technique for avoiding the
additional complexity of PDPs is to use an expected performance profile (EPP). An EPP is defined as
a function £4: Rt — R mapping a resource allocation onto the expected value of the associated output
quality probability distribution. EPPs have been utilized in several studies [3] [14] of approximate
processing.

For some algorithms, the distribution of output quality obtained for a given resource allocation may
depend on characteristics of the input data to the system. In such cases, the distribution of output
quality can be conditioned on the quality of the inputs. This dependency is represented through the

use of a conditional performance profile (CPP). Assuming input quality to be represented by a one-
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dimensional measure, a CPP for an algorithm A is defined as a function C4:R x RT™ — Prob{R} that
maps a measure of input quality and a resource allocation to a probability distribution over the quality
of the results. Each of these types of performance profiles has been found to be useful in the context
of approximate signal processing, as we illustrate in Sections 3—6.

Within this framework, a variety of useful relations regarding algorithms have been formulated
[13]. These include formal definitions of the monotonicity of the quality of output obtained from an
algorithm as its input quality or resource allocation is increased and the superiority of one algorithm

over another (in both deterministic and stochastic senses).

2.2 Resource Allocation for Approximate Processing

A primary benefit of designing systems using incremental refinement algorithms is that as the amount
of time available for computation fluctuates, the system can easily adjust the amount of computation
performed to ensure timely completion of all tasks. Since the earliest studies on the subject, a central
issue in the development of formal methods for approximate processing has been the optimal allocation
of resources for systems comprised of multiple incremental refinement algorithms. Many variations of
this problem have been studied, each with its own set of assumptions and goals.

A number of the problem formulations have been based on the large body of existing results for
problems in real-time scheduling [15] [16]. In the general real-time preemptive scheduling problem, a
set of tasks that are independent (or related through precedence constraints) must be scheduled on one
or more processors. Fach task has an associated time at which it becomes ready for execution (ready
time), a time by which it must be completed (deadline), a measure of relative importance (weight), an
amount of processor time that it requires to run to completion (processing time), and a time at which
the scheduling algorithm is made aware of the existence of the task and its requirements (arrival time).
Tasks can be either periodic or aperiodic. When the arrival time is zero for all tasks in a system,
the scheduling problem associated with that system is off-line. Systems containing tasks with positive

arrival times require on-line scheduling.
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To develop scheduling algorithms for systems employing approximate processing, the established
model for real-time scheduling has been extended [17] to allow the processing time assigned to a task
to vary between some mandatory time and its total processing time. Associated with each task is an
error function that maps the time allocation for the task and the error associated with the tasks that
immediately precede it to a corresponding measure of the error in its output.! Tasks are said to be
error independent if there is no relation between their errors. The total weighted error in a schedule is
defined to be the sum of the errors of each task multiplied by their respective weights.

When all tasks in a system are off-line, error independent, aperiodic, have equal weights, and possess
linear error functions,? an optimal scheduling algorithm has been found [18] that minimizes the total
weighted error in the schedule for single processor systems, given that a feasible schedule® for the set
of tasks exists. This algorithm employs an earliest-deadline-first policy [19] and has time complexity
O(nlogn), where n is the number of tasks being scheduled. An optimal scheduling algorithm has also
been found [20] for the on-line counterpart of this problem, given that the mandatory portion of each
task can be feasibly scheduled at its arrival time. This has been shown to have complexity of at most
O(nlog”n). When tasks have different weights, there exists an off-line algorithm [18] that minimizes
the total weighted error using a largest-weight-first policy. This algorithm has complexity O(n? logn).
Optimal algorithms for off-line scheduling on multiprocessor systems have also been developed [21]
for the equal weight and differing weight cases. These algorithms are of complexity O(n?log® n) and
O(n? log3 n) respectively. Optimal scheduling has also been shown possible for tasks with some non-
linear error functions. When the error functions are convex, a schedule that minimizes the mazimum
normalized error over all tasks can be found [22] in O(n?) time. The normalized error is defined as

the difference between the time allocated to a task and its total processing time divided by its total

'n comparison with the framework for performance characterization described in section 2.1, this model incorporates
the conditioning of output quality on that of the inputs but fails to incorporate the variability in output quality that may
occur across different instances of inputs of the same quality. Error is complementary to quality and can be considered
to be the difference between a given quality and the quality of an optimal result.

>This is equivalent to the error associated with each task being equal to the difference between the total processing
time and the amount of time allocated to the task.

3A schedule is feasible if all tasks are scheduled to a processor for at least their mandatory processing time during the
time interval between their ready time and their deadline time.
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processing time.

No optimal scheduling algorithms have been found using the real-time scheduling framework for
systems with periodic tasks, error-dependent tasks, or tasks with arbitrary error functions. In fact, the
scheduling problem with periodic and error-dependent tasks has been shown [23] to be NP-hard for
even the simplest case, where all tasks have identical periods and error functions. This has led to the
study of suboptimal heuristic algorithms for such scheduling problems [24].

Another framework for the resource allocation problem has been proposed for systems whose struc-
ture can be expressed in the form of a functional expression [11] [12] [13]. This term is used in the sense
of a pure functional programming language [25], where each function performs a fixed mapping from
an input to an output without memory or side-effects. In this framework, the behavior of functions
under varying resource allocations are characterized by CPPs as described in section 2.1. An example
of a functional expression is E(z) = F(G(z), H(z)), where E is a functional expression composed of
the elementary functions F', G, and H, and z is its input.

A functional expression is also a function and it too has a performance profile. However, when the
functions that comprise the expression are themselves incremental refinement algorithms, the perfor-
mance profile of the expression as a whole is dependent on the way in which the total computation
time is divided among its constituent functions. The task of determining an appropriate division of the
total computation time among the elementary functions has been termed the compilation of functional
expressions. The problem of optimal compilation can be formulated as a search for the allocation of
computing time among elementary functions that results in a CPP for the functional expression as a
whole that has no superiors.

The problem of optimal compilation for functional expressions has been shown to be NP-complete
but pseudo-polynomial [12]. That is, it is NP-complete in general but an optimal solution can poten-
tially be found in polynomial time if a fixed bound is placed on the number of inputs that any function
may have and if all elementary functions’ CPPs are monotonically increasing over a bounded range of

resource allocations. An algorithm has been found that produces the optimal CPP when the functional
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expression contains no repeated subexpressions and the component functions’ performance profiles are
piecewise linear [12]. The complexity of this algorithm is linear in the number of elementary functions
in the functional expression. For functional expressions with repeated subexpressions, no algorithm
has been found that can perform optimal compilation in polynomial time. Several polynomial time

heuristic solutions have been proposed [12].

2.3 Applications of Approximate Processing Methodology

From the results described in the previous sections it is clear that progress has been made in the
development of a formal methodology for approximate processing. The methodology remains largely
unproven in practice, however. This can be attributed in part to the fact that some of the important
advances are quite recent. It is also due to the unique requirements that the methodology places on
its area of application. Nevertheless, several experimental systems employing formal approaches to
approximate processing have been reported and some work has been performed on the development
of new algorithms to meet the needs of the methodology. A discussion of some of these systems
and algorithms serves as the starting point for our consideration of applying approximate processing
methodology to DSP.

The earliest reported experimental system employing approximate processing methodology was the
Protos system for ideal control of probabilistic inference under resource constraints [26] [27]. The
system used measures of the expected value of computation to guide the allocation of computational
resources to incremental refinement algorithms for inferencing in a Bayesian probabilistic network [28].
Its advantages over inflexible reasoning systems in time-critical situations were demonstrated for three
problems in medical diagnosis [29].

The framework under Protos for determining the expected value of computation was extended into
a comprehensive philosophy of metareasoning [30] (reasoning about reasoning computation), which was
used to develop new algorithms [31] for intractable search problems. By using explicit consideration of

the value of computation, metareasoning-based approaches have significantly outperformed traditional
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algorithms for game playing (othello) and problem-solving (robot path planning) [31].

The problem of robot path planning has also been addressed in a system employing compilation of
functional expressions as described in the previous section [32]. This system incorporated a simulated
incremental refinement algorithm for visual sensor interpretation and an actual incremental refinement
algorithm for path planning in order to obtain the optimal CPP for the system as a whole. No
actual incremental refinement algorithm for image interpretation was used in this work. The simulated
incremental refinement algorithm artificially produced a map of the domain in which the probability
of an error at each location was related to the amount of time allocated to that module according to a
CPP chosen by the system designers.

In other work, a series of studies (e.g. [1, 33, 34]) was conducted on the use of approximate processing
in a remote vehicle monitoring application. Rather than using incremental refinement structures,
these systems were constructed with multiple methods for performing each system task, where each
method produced a different tradeoff between resource usage and output quality. A heuristic scheduling
algorithm was used to select from among the various methods at run-time. This approach, termed
design-to-time scheduling, offers the advantage of having no reliance on the availability of incremental
refinement structures for the tasks at hand. As disadvantages, however, there exist few results on
optimal scheduling policies for design-to-time systems and the approach requires inherently higher
system complexity through the use of functional redundancy (in the form of multiple methods).

Many of the advances in the development of formal methods for approximate processing have
been based on two basic assumptions. First, that there exist incremental refinement algorithms for the
desired system’s tasks and, second, that the performance of these algorithms is adequately quantifiable.
These requirements are not met by the currently available algorithms in most application areas and
have therefore fostered efforts to develop and analyze incremental refinement algorithms for a variety
of different applications.

A consideration of the field of DSP in this regard turns up a wide variety of important algorithms

which have a natural incremental refinement structure. For example, Levinson’s recursion algorithm
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[35] for linear prediction, which is widely used in speech processing and other applications, produces
all-pole signal models in successive iterations with successively increasing model order. The wavelet
signal decomposition [36] can be implemented using a tree-structured filter bank in which each branch
of the tree produces successively more detailed analyses of the time-frequency composition of the signal.
Some of the less obvious methods for obtaining incremental refinement behavior in DSP applications
are explored in Sections 3-6.

There also exists a rich set of tools for evaluating the performance of approximate DSP algorithms.
The effects of variability in such system parameters as sampling rate, quantization, time and frequency
resolution, filter and model order, and noise corruption have been studied in depth and are well un-
derstood. Resource usage requirements such as arithmetic complexity, memory requirements, and
parallelization have also been analyzed in great detail.

The firm mathematical foundations on which DSP is built differentiate it significantly from the
general realm of computational problems. As evidenced by some of our recent research, it is this
property that most clearly suggests the potential for application of formal approaches to approximate
digital signal processing. In the next four sections we discuss specific examples of incremental refinement
signal processing algorithms. In each case we indicate how they may be viewed within the general

conceptual framework of Section 2.

3 Signal Detection Using the FFT

Incremental refinement is a context-dependent property. That is, the intermediate results obtained from
an algorithm may improve incrementally according to some measures of quality while not improving
incrementally according to others. It is the context of a particular application that determines what
the relevant quality metrics are, and consequently whether an algorithm has the incremental refinement
property. An important task in applying approximate processing methodology to DSP is establishing
the contexts in which existing algorithms have incremental refinement behavior.

In the context of detecting sinusoids in noise, the FFT possesses the incremental refinement property.

12
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By considering the performance of the maximum-likelihood detection strategy applied after successive
FFT stages, we have shown [37] that the performance of the resulting suboptimal detector improves
incrementally, converging ultimately to that of the exact ML detector. This leads to important conse-
quences such as the fact that for a wide range of SNR values at the input of the FFT, high probabilities
of detection are obtained without the necessity of going to the last stage of the FFT. In this section,
we review these results.

We begin by describing the traditional FFT-based approach to ML detection and the analysis of its
performance. Next, we consider the data obtained at intermediate stages of the FFT in the context of
ML detection and point out that at each successive stage of computation the effective SNR is doubled
while the number of channels which could contain signal energy is halved. Compact expressions for the
probability of detection, probability of false alarm, and the receiver operating characteristic (ROC) are
discussed. We conclude our consideration of the FFT with a brief discussion of how these performance

results can be applied to obtain a CPP.

3.1 FFT-Based Maximum-Likelihood Detection

The detection of a complex sinusoid of unknown frequency and phase in additive white Gaussian noise

(WGN) can be formulated as a decision D between the two alternative hypotheses:

H, : z(n) =w(n), (1)

where z(n) is the received data sequence, observed for n = 0,1,..., M — 1, w(n) is the noise process,
and s(n) is the sinusoid to be detected. The hypothesis H,, represents the case when only noise is

present, and Hg the hypothesis that the signal is present.
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We consider the detection of complex sinusoids of the form

s(n) = VEeI ®Intio =01, M —1, (2)

where E is the signal power (which is known), [ is an unknown integer frequency index in the range
0<1< M-—1, and ¢ is the unknown phase with possible values 0 < ¢ < 27w. The complex-valued

noise process w(n) with power spectral density Np/2 can be defined as

w(n) =gq(n) +jr(n), n=01,...,M —1, (3)

where ¢(n) and r(n) are both real-valued WGN processes with variance Ny/4.

The maximum-likelihood detector for s(n) consists of a bank of correlators followed by a comparator
of their outputs and a threshold detector [38]. Each correlator can be thought of as producing at its
output the magnitude-squared of the output obtained at time n = M — 1 from a filter matched to one
of the possible sinusoidal frequencies. Denoting by C'(k) the output from the correlator associated with

frequency index k, we obtain

, k=0,1,...,M—1. (4)

This output is equivalent to the magnitude-squared of the M-point DFT of z(n) and is typically
implemented using the FFT algorithm at a significantly reduced computational cost in comparison
with a filter-based implementation.

The ML detection strategy dictates that the output of these correlators be compared by selecting the
maximal value over all C'(k). If this value is greater than a threshold 7, then the sinusoid is declared
to be present (i.e. D = H,), otherwise it is declared absent (and D = H,). Using the Neyman-
Pearson detection criterion [38], the threshold value is selected so that a fixed false alarm probability

(Ppa = Prob{D = H4|H,}) is obtained.

14

www.manharaa.com




X;(0)

X;(1) ? G

FFT
Xi(2) G2
Truncated |0 3
X(n) — to >[I MAX —{ zn; —>D
i stages .

Xi(k)
> - |

Figure 2: Incremental refinement detector of sinusoids in noise.

The probability of detection and ROC for this detector are determined by forming the distribution
of the maximum energy value found across all elements of C(k) under each input hypothesis [39].
Under hypothesis H,,, the FFT output consists of M complex-valued random variables each with
real and imaginary parts that are independent and Gaussian-distributed with zero mean and variance
M - Ny/4. This results in values of C'(k) that are independent and x?-distributed with two degrees
of freedom. Under hypothesis Hy, the FFT output for k& = [ is equal to M+/Eel® perturbed by a
complex-valued noise component with independent Gaussian-distributed real and imaginary parts of
zero mean and variance M - Ny /4. Hence, C(I) is noncentral x2-distributed with two degrees of freedom
and noncentrality parameter M?E. The values of C (k) for k # | have the same distribution as for the

noise-only case.

3.2 Signal Detection from FFT Stages

For applications in which reduction in computation is desired, one may consider the result of terminating
the FFT algorithm (radix-2 DIT or DIF) after an intermediate stage of computation and using its
incomplete results as the basis for detection. The structure of a detector employing this approach
is illustrated in Fig. 2, where we denote by X;(k) the output of the ith FFT stage and C;(k) is the
magnitude-squared of X; (k).

By forming the distribution of the maximum energy value found across all elements of C;(k) under

15
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each input hypothesis [39], we can determine the threshold values required to obtain a given probability
of false alarm, the resulting probability of detection, and the receiver operating characteristic achieved
by applying the ML detection strategy after any FFT stage.

Application of the ML detector according to the Neyman-Pearson criterion requires that we obtain
the threshold value which gives the desired probability of false alarm (Pp4). Since the noise distribution
depends on 4, so must the threshold, which we denote by 7;. The probability of producing a false alarm,

given that a threshold of #; is applied, is [37]

Pra=1- (lexp (Qz-anODM- (5)

It follows that a given value of Pp 4 is obtained when

ni=—2""Noln |1 — (1 — Ppy)/M|. (6)

The probability of detection Pp(i) obtained when FFT processing is terminated after i stages can be

derived from the distribution of C;(k) under hypothesis H, [37]:

. M (M2 : M2
Pp(i)=1— (1 — exp ( i >) (1 —Q (\/2i+1SNRin, QZT’W» NG

2i-TN,
where SNRi, = 2E/Ny and Q(+,-) is Marcum’s Q-function [38]. The receiver operating characteristic
is found by substituting Eq. (6) into Eq. (7):

M/2¢

Pp(i)=1-(1—Ppy)' 2" (1 -Q (\/2i+1SNRin, \/72111 [1-(1- PFA)l/M])> . (8

This performance analysis enables us to verify that the detector performance improves monotonically
across stages. By considering the first derivative of the ROC, taken with respect to 7, and making term-

wise comparisons on the infinite series expansion of Marcum'’s ()-function, we obtain the result that for
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Figure 3: Detection probabilities at successive FFT stages when SNRi, = —6 dB, Px4 = 10*, and

M = 256.

any input SNR and false alarm probability, the probability of detection increases monotonically with
i. By the last stage, the performance obviously converges to that of the exact ML detector.

For any fixed input SNR and Pg 4, the improvement in Pp(i) between successive FFT stages is
non-uniform across any given FFT algorithm. This is exemplified by Fig. 3 which shows a typical
characteristic for Pp(i) when Ppa << 1. In general, the change in Pp(i) between successive stages
depends upon two counteracting effects: the doubling of SNR at the output of the FFT, which increases
the probability of detection, and the halving of the number of channels containing signal energy, which
decreases it. Since Pp(i) increases monotonically, it follows that the shape of the @ function, which
increases monotonically with its first parameter, is the primary influence on the change in detection
probability at each stage. In comparison, the reduction in the number of channels containing signal
energy is of secondary importance.

Using the performance analysis discussed above, we can determine the number of FFT stages that
must be completed in order to obtain a desired detection performance. Such information provides a
sound basis for establishing a CPP for the FFT applied to the problem of detection, with input SNR
as the conditioning input quality, the number of stages (or an equivalent measure of time or arithmetic
complexity) as the resource measure, and the probability of detection as the output quality metric.

Fig. 3 then corresponds to a “slice” of the CPP conditioned on an input SNR of —6 dB.
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4 Spectral Analysis Using the DFT

Spectral analysis is an important component of many DSP systems and the most widely-used technique
for its implementation is the DFT. The development of incremental refinement approaches to spectral
analysis using the DFT can therefore be expected to have a significant impact on the applicability of
approximate processing techniques for those systems.

Many different approximate DFT algorithms have been proposed. The most well-known are the
“pruning”-type algorithms which obtain computational efficiency by excluding some subset of input
and/or output points. Algorithms of this type include the FFT pruning algorithms [40] [41] [42], Go-
ertzel’s algorithm [43], and others [44] [45]. Advantages of pruning algorithms include the possibility of
using the efficient FFT structure and the ease with which the error introduced through the approxima-
tion may be quantified. In contrast to pruning approaches, one may consider sacrificing the precision
with which the DFT is computed. For example, such DFT approximations have been obtained using
the summation by parts approach [46], the Poorman’s approach [47], and the quantization and back-
ward differencing (QBD) approach [48]. Of these various approximate DFT algorithms, only the QBD
approach has been found to offer incremental refinement behavior for spectral analysis.

We have developed a new class of approximate DFT algorithms [49] which use both QBD ap-
proximation and pruning and have the incremental refinement property. We refer to these algorithms
as DFT incremental refinement (DFT-IR) algorithms. Each of these algorithms consists of multiple
stages, where each stage improves upon the DFT approximation produced by the previous stage. The
quality of the DFT approximation after each stage can be characterized in terms of commonly used
input-independent metrics for spectral quality: SNR, frequency resolution, and frequency coverage.
The arithmetic complexity of each stage, however, depends upon the nature of the input signal. Thus,
the characterization of the performance of these algorithms using a performance profile, as described
in section 2.1, requires that we establish the probability with which a given level of output quality is
obtained, given the characteristics of the input signal. Our approach to this task is to assume that

the input signals in the application may be characterized by a Gaussian-distributed stationary process
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with a known autocorrelation. From this, we have derived the probability of completing any particular

algorithm stage, and thus producing a corresponding level of spectral degradation.

4.1 DFT-IR Algorithms

Every DFT-IR algorithm can be viewed as a cascade of stages, each of which takes a DFT approximation
X'i,l(k) and produces an improved approximation X'Z(k) Examples of this structure are illustrated
using a block-diagram format in Fig. 4(a)-(c). The refinement process is “jump-started” with the
computation of an initial approximation Xo(k), defined later in this section, whose computation is
carried out using the block of type J in Fig. 4. Each subsequent stage performs one of three different
updates, and each of these updates improves the previous approximation in a different way. The blocks
of type S in Fig. 4 perform SNR updates. That is, each improves the SNR of the previous approximation
by performing additional computation. Similarly, the blocks of types R and C represent resolution
updates and coverage updates respectively. The specific arithmetic operations that are performed in
any particular update depend upon the sequence of blocks that precede it. We indicate this dependence
in Fig. 4 by denoting successive instances of a particular update block by S’, S”, etc. The operations
performed in each update, however, are independent of the order of the preceding blocks they depend
only on the number of each type of block that precede that update.

Every unique sequence of updates corresponds to a different DFT-IR algorithm. For the M-point

transform of a (Q-bit input signal, the total number of different DFT-IR algorithms, which we denote

by Na, can be shown to be

(Q+ (3M/2) —3)!
(@ DN/ — DI = DY

Na = 9)

We represent each of these algorithms using a set of control parameters, s;, r;, and ¢;. Table 1 lists

the control parameters associated with the sequence of stages shown in Fig. 4(a). For each i, the

control parameter values essentially represent the number of updates of the corresponding type that
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xn) — J — C+—-C' S~ RI—~C"F+ R'}—---

Stage: 0 1 2 3 4 5 6
(a)
RO XK XK KR KB KR KK
x(n) — J 4 R~ C| <R}~ C'}~ S|+ R"—---

Stagee O 1 2 3 4 5 6
(b)
KM XM R KK K@ KB K
x(n) — J | S+ C+C'C"F+ R R |-

Stage: 0 1 2 3 4 5 6
(c)
Figure 4: Block diagram depiction of three different DFT-IR algorithms. Each algorithm stage computes
either the initial approximation (), a SNR update (), a frequency resolution update (R), or a frequency
coverage update (C). The approximation X;(k) is the output of the ith stage of computation. The

operations that are performed in each block depend upon both the sequence of blocks that precede it as
well as the values of the input data.
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Control Stage (1)
Parameter || 0 1 2 3 4 5 6
S; 1 1 1 2 2 2 2
T 1 11 1 2 2 3
Ci 1 2 3 3 3 4 4

Table 1: Control parameters associated with the DFT-IR algorithm shown in Fig. 4(a).

are present up to and including the ith stage. For example, s; — 1 is equal to the number of SNR
updates performed through the ith stage. The offset by one in each of the control parameters accounts
for the initial approximation produced by the “jump-start” stage.

The operation performed by each stage of a DFT-IR algorithm can be stated in terms of the values
of the input data and the control parameters associated with that stage. We begin by defining the three
updates mathematically. Their implementation is discussed in section 4.2. The SNR update improves

an approximation by the incorporation of an additional bit level of the input signal. It is defined by

Xifl(k) + Z:;é 9s; (H)Gsi,n(k): k= ]., 2, e Gy

Xi_1(k), otherwise,

where G, (k) is defined as

—eInrkn (1 — e~ IFik), qg=1
Gon(k) = (11)

217q67]2ﬁkn/(1—67]2ﬁ"k), q:2137"' 7Q1

and g4(n) is the first circular backward difference of the bit vector z,(n), or

2q(0) —xg(M —1), n=0
9q(n) = (12)
zg(n) —xg(n—1), n=1,2,...,M—1,

where z4(n) denotes the gth bit of the two’s complement binary fraction representation of z(n). In this
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signal representation, the value of each element of the ()-bit signal xz(n) is related to the corresponding

values of its component bit vectors by:

Q
z(n) = —ai(n) + Y _ 2" wy(n). (13)

The resolution update improves the frequency resolution of the approximation by including an additional

time sample of the input signal. It is defined as

Xia(k)+ 30 gg(ri — DGy 1 (k) E=1,2,... ¢,
Xi(k) = (14)

X1 (k), otherwise.

The coverage update improves the approximation by adding to it an additional frequency sample. It is

defined as

Xic1(en) + 200 0o 94(m)Gonles), k= cs,
Xi(k) = (15)

X 1(k), otherwise.

The “jump-start” stage computes an initial approximation, Xo(k). It is defined as

0, otherwise.

The amount of spectral degradation present in the ith successive DFT approximation can be char-
acterized in terms of the values of the control parameters. As an alternative to the recursive update

form, X,(k) can be expressed as

Si T,'fl

Xik) = > 9,(n)Gyn(k), k=12,... ,c. (17)

g=1 n=0
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From this equation, it can be seen that ¢; dictates the spectral bandwidth, 27c;/M radians, over
which Xz(k) is evaluated. The approximate transformation truncates g,(n) to a length of r; samples,
effectively reducing the frequency resolution of the transformation so that not more than r; distinct
frequencies can be resolved. The SNR of the approximate transform Xz(k) is reduced by signal quan-

tization to approximately 6s; dB.

4.2 Arithmetic Complexity

The DFT-IR algorithms implement the update equations (10), (14), and (15) without multiplications
using a technique based on the summation of pre-computed vectors [50]. The use of pre-computed
partial results to perform linear combinations is generally referred to as distributed arithmetic [51] [52].
The application of various distributed arithmetic techniques to DFT processing has been considered
by others [53] [54], though not in the context of approximate DFT algorithms.

In the vector summation approach [50] used by the DFT-IR algorithms, the complex values of
Gy.n(k) are stored in memory and are added or subtracted from X;_1(k) according to the value of
gq(n) as dictated by the update equations. All summations corresponding to g,(n) = 0 are skipped,
resulting in a significant reduction in computation. The total number of real additions, «;, required for

evaluating all the stages up to and including the ith stage is

ki = 8iti + 2v(84,71) ¢, (18)
where
S; 7','71
Y(siri) =Y > lgg(n)]- (19)
qg=1 n=0

The s;7; term in (18) accounts for the backward differencing operations required to produce g4(n) from
z4(n) over the region included through the ith stage of processing (recall that g,(n) is the backward

differenced vector defined in Eq. (12)). The second term in (18) reflects the number of additions
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required to evaluate only those terms of the update equations for which g,(n) # 0.

The quantity y(s;, r;), defined in Eq. (19), is the total number of non-zero elements in the portion
of the backward differenced signal vectors g,(n) included through the ith stage. We consequently refer
to it as the non-zero count for stage i. For notational convenience, we abbreviate the quantity y(s;, ;)
by i, though it should be understood that there is a dependence on the control parameters associated
with the ith stage. The non-zero count is related to the input signal xz(n) through Eqgs. (12), (13),
and (19). It represents the total signal-dependent contribution to the arithmetic cost of completing
the ¢th stage of processing. For any two input signals the non-zero count may take on different values,
resulting in a different arithmetic cost for performing the same sequence of stages on those signals.

A complete characterization of the arithmetic complexity of the DFT-IR algorithms requires that the
signal-dependence of the non-zero count be determined more precisely. Our approach to this problem
is based on a probabilistic analysis. When the input signal z(n) is modeled as a stochastic process, the
non-zero count, ;, is a random variable. The total arithmetic cost of completing all the stages up to
and including the ith stage, k;, is related to 7; through Eq. (18). Thus, if we wish to determine the
probability distribution of the arithmetic cost for a class of signals, we must first obtain the probability

distribution of the non-zero count. Such an analysis is reported in [55].

4.3 Spectral Degradation and Arithmetic Bounds

In the context of the formal approach to algorithm characterization described in section 2.1, we are
especially interested in determining the effect of terminating any particular DFT-IR algorithm when its
arithmetic cost reaches a specified bound B. As discussed earlier, we characterize this effect in terms
of the probabilities of completion associated with each of the individual algorithm stages.

We define the probability of completion, P;, of a DFT-IR algorithm to be the probability with which

all stages up to and including stage ¢ of that algorithm are completed using not more than B arithmetic
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operations. That probability can be expressed as
Pz' = PI‘Ob{I{i S B}, (20)
where £; is the arithmetic complexity measure given in Eq. (18). In turn, this leads to the conclusion:

B — sirs
P; = Prob {’yi < %} (21)

In order to determine the probability P;, we once again need to determine the probability distribution
of the non-zero count ;. That is, we need to characterize the same random variable which arose in the
context of the arithmetic complexity measure &;.

The associated analysis is reported in [55], where distributions for +; are derived based on stationary
Gaussian signal models. The results of that analysis are illustrated in Table 2, which indicate that
reasonable a priori estimates of the probability of completion are obtained. The first eight columns of
the table list the control parameters and associated output quality for selected stages from two different
256-point DFT-IR algorithms. The ninth column gives the predicted probability with which each of
the stages will complete within a bound of 1000 arithmetic operations, based on the assumption of a
power spectrum equal to the long term average spectrum of male speech. The tenth column gives the
relative frequency with which each of the stages was observed to complete in 50,000 Monte Carlo trials,

when applied to a signal having the assumed statistics.

4.4 Discussion

We have presented the DFT-IR class of approximate DFT algorithms and a probabilistic analysis of
their arithmetic complexity. Through judicious use of suitable assumptions we have derived expressions
for obtaining the probabilities of completion for the stages of any DFT-IR algorithm in the presence
of a fixed upper bound on arithmetic complexity. These results may be used for establishing a PDP

for any DFT-IR algorithm. Our results also lead to further interesting questions regarding algorithm
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Algorithm | Stage Control Output Quality Probability of | Probability of
Parameters Completion Completion
i si | ri | ¢i | SNR | Resolution | Coverage | (Theoretical) (Measured)
1 70 1|8 |64 6 8 /2 0.999 0.999
78 1|16 | 64 6 16 /2 0.967 0.956
94 1|32|64 6 32 /2 0.635 0.628
126 1|64 |64 6 64 /2 0.154 0.137
2 70 1|8 |64 6 8 /2 0.999 0.999
71 2| 8 |64 12 8 /2 0.894 0.841
72 3| 8 |64 18 8 /2 0.353 0.421
73 4 | 8 | 64| 24 8 /2 0.042 0.095

Table 2: Description and analysis of four stages taken from each of two different 256-point DFT-IR algo-
rithms. SNR is given in dB, frequency resolution is the maximum number of resolvable frequency compo-
nents, and frequency coverage is in radians. Probabilities resulting from the theoretical analysis and Monte
Carlo analysis are given for the completion of each stage within 1000 arithmetic operations. The input signal
is presumed to have the long-term average spectrum of male speech sampled at 32 kHz.

selection from among the many algorithms in the DFT-IR class. For example, one may consider the
development of procedures for efficiently obtaining the DFT-IR algorithm whose stage sequence may
be considered as optimal with respect to application specific requirements on the evolution of output
quality according to the three quality dimensions over time. Some preliminary investigations of such

procedures [56] have shown this to be a promising avenue of exploration.

5 Image Decoding Using the 2D-IDCT

An important context in which approximate processing and incremental refinement are relevant is
when an image or video sequence is broadcast across a variable bandwidth network or to receivers
whose characteristics are not known to the sender and which possess a wide range of capabilities.
Reduction of quality may be required at the receivers due to local performance limitations or in order
to adjust to variable data rates. In either of these cases, the use of an incremental refinement structure
for the decoder implementation enables performance to be easily adapted.

In the context of such applications, the two-dimensional inverse discrete cosine transform (2D-IDCT)

represents another candidate for the use of an incremental refinement structure. The energy compaction
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Figure 5: Schematic diagram of the proposed architecture for incremental refinement of 2D-IDCT approxi-
mations.

properties of the DCT make it a popular tool for image and video coding. Accordingly, IDCT compu-
tations comprise a significant proportion of the computational effort required in the decompression of
the most widely used image and video coding standards.

Our incremental refinement structure for the 2D-IDCT has the distributed arithmetic (DA) archi-
tecture shown schematically in Fig. 5. Other structures for computing the 2D-IDCT have previously
been developed [57] [58] [59] using DA but they do not have the incremental refinement property.

A primary difference between our incremental refinement structure for the 2D-DCT and these other
structures lies in the bit-serial ordering in which the distributed arithmetic operation is performed. Our
architecture begins processing at the most significant bit of the input words, advancing progressively
towards the least significant. With this approach, the intermediate results obtained at the output of
the DA sub-system represent an approximation of the exact result based on the quantization of the
input data to a fewer number of representation levels.

Another important innovation in our work lies in the basic manner in which distributed arithmetic
has been applied to the 2D-IDCT. Previously reported implementations [57] [58] [59] are based upon
the decomposition of the 2D-IDCT into the 1D-IDCT of the rows of the input data followed by the
1D-IDCT of each of the columns. Obtaining satisfactory incremental refinement behavior from this
architecture is hindered by the fact that even when MSB-to-LSB bit ordering is used, the intermediate

results produced by the first stage of row 1D-IDCT processing do not represent approximations to the
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Standard 2D-IDCT - Stage 1 Standard 2D-IDCT - Stage 2 Standard 2D-IDCT - Stage 3 Standard 2D-IDCT - Stage 4

Standard 2D-IDCT - Stage 5 Standard 2D-IDCT - Stage 6 Standard 2D-IDCT - Stage 7 Standard 2D-IDCT - Stage 8

(a)
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Figure 6: (a) The successive results obtained using a standard distributed arithmetic approach to performing the 2D-IDCT on 8x8 pixel blocks of a

384x192 pixel 8-bit image. (b) The results obtained during 8 successive stages of 2D-IDCT refinement using the successive refinement architecture
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desired output. This observation is illustrated in Fig. 6(a), which shows the successive results of the
intermediate calculations for a standard distributed arithmetic approach to performing the 2D-IDCT
on an image [57]. In Fig. 6(b) we show the results of the intermediate calculation using the distributed
arithmetic architecture described in this section.

As in all applications of distributed arithmetic, the selection of an appropriate DA structure is
strongly influenced by tradeoffs between performance and memory usage. For instance, a direct DA
implementation of the 8x8 2D-IDCT would require 2% words of ROM. In contrast, the architecture
described here, with no memory saving optimizations applied, requires 2'7 words of ROM. Due to
the periodic structure of the IDCT basis functions, there exists considerable potential for reducing this
memory requirement further. Such techniques have been successfully applied in the separable 2D-IDCT
implementation [57], for which the memory requirements for the 16x16 transform were reduced from
22! words to 2'° words.

To examine our 2D-IDCT incremental refinement structure, consider the NxN 2D-IDCT of X (u, v):

N-1

2

(22)

C (0)X (1, v) cos {(21’ + l)uw} cos {(Qj + 1)7”(} |

2N 2N

Zl
I

u=0 v

where C(0) = 1/v/2 and C(u) = C(v) = 1 for u,v # 0. Throughout our derivation, u, v, i, j €

{0..N — 1}. When X (u,v) is encoded in two’s complement binary the 2D-IDCT can be written as:

| no

—1N-1 Q . .
x(i,7) = N 2 ZO ZX‘I u, v) 3, cos [(QZ ;]\17)“7{] cos [(QJ ;];)mr] , (23)

u= g=1

with X, (u,v) denoting the gth bit of the binary representation of X (u,v) and

By = (24)
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To express the 2D-IDCT in a form suitable for applying distributed arithmetic, we rewrite Eq. (23) as

N-—1

(i) =D Y FulXy(u,0),i,5)8,, (25)

g=1 u=0

with

2

—1

2
N

v

Fu(Xq(uvv)vivj) = C(U)

)X (,0) cos {(Qi + 1)u7r} o [(Qj + 1)m} |

2
2N 2N (26)

0

The arguments to each function F, are a row vector of N bits (indexed by v) taken from the ¢-th
position of the u-th row of X,(u,v), and a coordinate of z(i,j). It’s output is the 2D-IDCT of the
given row vector of bits evaluated at position (i, j). By pre-computing and storing in memory the values
of F,,, and implementing separately the F; functions as indicated in Fig. 5, the entire summation over
u in Eq. (25) can be evaluated in parallel for a single value of q. Thus, at each stage of computation
(i.e. for each value of ¢) the structure updates its previous result with the 2D-IDCT corresponding to
an entire additional bit plane of the input coefficients. The scaling associated with 3, in Eq. (25) is
implemented via bit shifting in the output accumulators.

The incremental refinement structure outlined above for the 2D-IDCT may be used in a practical
DCT-based image encoding/decoding system. The inclusion of each additional bit plane of the coeffi-
cients in the output of the 2D-IDCT corresponds to an increase in the SNR of the output by approxi-
mately 6 dB, making the derivation of a CPP for this incremental refinement structure a straightforward
process. Consequently, an appropriate control strategy can be used by each receiver for terminating
the decoding process at any intermediate stage in accordance with the availability of system resources

and/or the desired quality of the decoded image.
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6 Low-Power Frequency-Selective Filtering

Another area of interest in approximate signal processing is the formulation of efficient control mech-
anisms for the run-time adaptation of the number of stages to use in a given incremental refinement
structure. The goal of such adaptation could, for example, be to conserve a limited resource (such as
battery power) or to respond to dynamic changes in resource availability (such as processor cycles in
a shared environment). In this section we discuss an example from our recent results on low-power
frequency-selective digital filtering [60, 61, 62, 63] as an illustration of run-time adaptation for resource
conservation.

The increasing demand for battery operated portable electronic devices has elevated power dissipa-
tion to be a critical design parameter. Since digital signal processing is pervasive in such applications, it
is useful to consider how algorithmic approaches may be exploited in constructing low-power solutions.
The average power consumption, P, of a digital system may be approximately represented through the

expression:

P = ZNiCinzdfs: (27)

where C; is the average capacitance switched per operation of type i (corresponding to addition,
multiplication, storage, or bus accesses), IN; is the number of operations of type i performed per sample,
Vyiq is the operating supply voltage, and f is the sample frequency. There are many applications in
signal processing such as real-time digital filtering where there is no advantage in exceeding a bounded
computation rate (i.e., the sample rate is fixed). This attribute can then be exploited to reduce power
dissipation.

Power reduction in signal processing systems in general involves optimization at all levels of the
design abstraction including consideration of process technology, logic and circuit design, architecture
design, and algorithm selection [64]. Typically, optimization to lower the power dissipation is done

statically at design time. For example, parallel and pipelined architectures can be used to aggressively
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scale power supply voltages without loss in functional throughput. An order of magnitude power reduc-
tion is possible over conventional approaches using this technique. Another trade-off involves choosing
sign-magnitude representation to lower transition activity relative to two’s complement representation.

Significant power gains can be achieved if optimization is done dynamically at run time, by con-
sidering and adapting to time varying signal statistics. Low-level data-dependent clock gating is one
example of dynamic optimization currently in use by many low-power microprocessors. Another ex-
ample involves the use of an adaptive power supply voltage system which exploits dynamically varying
processing requirements [65]. The basic idea involves using a lower power supply voltage when the
computational workload reduces rather than working at a fixed voltage and idling. The technique we
discuss below enables the dynamic adjustment of the computational workload of frequency-selective
digital filters.

Our approach involves exploiting signal statistics to reduce the effective capacitance switched in
digital filters. Rather than using a fixed filter order (as is the case in conventional filter design), the
filter order is allowed to vary with the aim of keeping it as small as possible while ensuring that the
ratio of the passband power to the stopband power for the filter output, is kept above a specified
threshold. Power consumption is reduced since the number of operations (N; of equation (27)) is
dynamically minimized rather than working at a fixed filter order optimized for the worst case signal
statistics. To illustrate the ideas involved, we first introduce an incremental refinement structure for an
IIR Butterworth filter. We then outline an adaptation framework for dynamically varying the number
of stages used in such incremental refinement structures. It should be noted that our overall approach
is not restricted to Butterworth or even IIR filters. For example, an incremental refinement structure

for FIR filtering is described in [61].

6.1 Butterworth Incremental Refinement Structure

As an example of an incremental refinement structure for a lowpass IIR filter, let us consider the case

of a Butterworth filter of order 2M,. A cascade structure for this filter consists of a serial connection
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Figure 7: Incremental refinement structure for an IIR digital filter.

of My second-order Direct-Form II sections, as shown in Figure 7. Each section corresponds to a pair
of conjugate poles of the Butterworth filter and two zeros (both located at z = —1). Denoting the

frequency response of the order-2M, Butterworth filter by Hp, (w), we may write
Hppy(w) = G1(w)Ga(w)G5(w)...Gar, (w) (28)

where G;(w) denotes the frequency response of the ith second order section in the cascade structure of
Figure 7. It can be furthermore assured that G;(0) = 1. If only the first N sections (N < My) of the
cascade structure in Figure 7 are utilized, the resulting order-2N truncated Butterworth filter has the

frequency response Hy (w), given by:
N
Hy(w) = ][ Guw) (29)
k=1

The Butterworth pole pairs are assigned to each of the second-order sections so that as the number of
second-order sections is increased, the average attenuation in the stopband of the filter also increases,
while keeping the passband gain close to unity. An empirical strategy for making such a pole-pair
assignment is as follows: the pole pair for the Myth section is selected first as the one which results in
|H p1,—1(w)| having the smallest maximum deviation (from unity) in the passband. From the remaining
pole pairs, the pair for the (M, — 1)st section is selected as the one which results in |Hpz,—2(w)| having
the smallest maximum deviation (from unity) in the passband. The process is continued backwards in

an analogous manner until each section has been assigned its corresponding pole pair. To illustrate,
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Figure 8: Magnitude-squared frequency responses for truncations of a 20th-order Butterworth filter with 3,
5,7, 9, and 10 second-order sections.

consider the application of this strategy to a 20th order Butterworth filter with half-power frequency
of /2. The functions |Hx (w)|* obtained in this case are shown in Figure 8. It should be observed that
as the number of sections (V) is increased, the attenuation in most of the stopband also increases. On

the other hand, the filter gain remains close to unity in most of the passband.

6.2 Adaptation Objective

Suppose that a stationary input z[n] with power spectrum S, (w) is filtered using the N-section trun-
cated Butterworth filter, where 1 < N < Mj, to obtain an output y[n]. We define the signal-to-noise

ratio, SNR, as the ratio of the power in the passband to the power in the stopband. Specifically, the

input SNR may be defined as

A PPP
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where

PPB — i/ S, (w)dw (31)
2 JpB
and
1
P3B = —/ Sy (w)dw. (32)
2w SB

Correspondingly, the output SNR is defined as

a P/PIN]
where
PPPIN] = % Sy (W) Hy (w)[*dw (34)
PB
and
PN = o= [ 8.(w) N ()P (35)

Ideally, one would like to select IV to be the smallest value for which

OSNR[N] > OSNRy,;, (36)

where OSNR;,; is the minimum tolerable output SNR for the application. Furthermore, if the input is
non-stationary, OSNR[N] will be time varying and consequently the filter order would have to adapt
over time to reduce power consumption. Of course, this requires an adaptation framework whose

overhead is low relative to the expected savings in power consumption.
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Figure 9: Adaptation strategy for updating the filter order after each new set of L output samples is
computed.

6.3 Adaptation Framework

One of the low-cost adaptation strategies that we have developed [62] is illustrated in Figure 9. The
number of sections utilized in the filter’s incremental refinement structure is updated for every new
set of L output samples. The low-cost update procedure involves the calculation of input and output
signal-power estimates followed by the application of the decision module D shown in Figure 9. This
module uses the signal-power estimates to form an estimate of the temporally local ISNR. This ISNR
estimate is then used as the basis for selecting the filter order to be applied in computing the next set
of L output samples. The precise formulation of the decision rule is based upon the following set of

assumptions:

e S;(w) in the passband is arbitrary.

e S;(w) in the stopband is white but with unknown power.

e S;(w) in the transition band is negligible.

e |Hy(w)|? in the passband is equal to 1.
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Let us consider a situation where an Ny-section (Ng < Mj) truncated Butterworth filter is applied to a

stationary input z[n] to obtain the output y[n]. It can be shown [62] that under the stated assumptions,

Py[No] = (P: = P [No]) P?" [No]

OSNRIN] = = o, [No]) PP (Vo) (37
where
p-L [ d 38
T = or . z(‘-")w: ( )
PN = o [ Sl vy ) P (39)
and
ol = (5 [ (-1 ) (5 [ v @Ps). (10)
Furthermore,

. (41)

If now a filter with N sections (N < M) were to be used (instead of the Ny-section filter used

previously) to process the same signal z[n], we would obtain

OSNR[N] = %. (42)
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To minimize power consumption, we would want to choose the smallest permissible value for N such

that

1
_— | > .
ISNR (PhSB[N]> > OSNR; (43)
or, equivalently,
Py[No] — (Py — Py[No]) Py P[No] > OSNRyor (PP [N]) (Pr — Py[No)) (44)

To obtain a practical (low cost) decision rule on the basis of the above theory, suppose that we have
applied a filter of order Ny to obtain the output signal prior to and including time n. We may then

obtain the following estimates:

R 1 L—-1 X
szzg)m[n—k] (45)
R 1 L—-1
Py[Nol = 7 > vl k). (46)
k=0

Using these estimates in the inequality (44) and recognizing that the values of the product
OSNR;y (P,fB[N]) can be prestored, the decision rule may be designed to search for the smallest
value of N satisfying the inequality. This search requires O(Mj) operations—at most My table look-up
operations, two subtractions, at most Mg+ 1 multiplications and at most My comparisons—where M is
the number of sections in the original Butterworth filter. The selected value of N becomes the number
of sections used in the incremental refinement structure to produce the next L output samples. The
process continues in this way, updating the filter order every L samples.* Thus, for every new set of L

output samples, the adaptation overhead involves O(Mj) operations for the decision module D, and on

4Other variations on this update procedure have also been formulated [61, 60] but they are not considered here.
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the order of 2L multiplications and 2L additions for calculating the estimates P, and 151, Assuming
that L is much greater than M), it is clear that the overhead is approximately two multiplications and
two additions per output sample. For comparison, it should be noted that each second-order section of
the filter requires five multiplications and four additions per output sample. Thus, even if the adaptive
technique reduces the number of sections by only 1 over a particular interval, there is a net reduction

in power consumption over that interval.

6.4 Performance Examples

From (42) we see that the quantity 1/PB[N] represents the factor by which the first set of N sections of
the Butterworth incremental refinement structure improves upon the input SNR. We can thus provide
a performance profile for this structure. Specifically, Fig. 10 shows 1/P,fB [N] as a function of N for the
case of truncations of an original 10-section Butterworth filter with half-power frequency of /2. The
stopband in this case was defined to be between 57/8 and . Clearly, the higher the filter order, the
greater is the resulting improvement in output SNR. This incremental refinement structure along with
the adaptation strategy described in the previous section (with L = 100 and OSNR;,; = 1000) was
applied to two speech signals which had been frequency-division multiplexed. One signal was in the
passband region of the lowpass filter and the other was in the stopband region. The sampling rate for
the FDM speech signal was 16000 Hz. Figure 11 shows the speech signal in the passband, the speech
signal in the stopband, and the evolution of the number of filter sections used by the adaptive filtering
technique. Examination of the figure shows that as would be expected, the number of filter sections

(N) used is large when the input SNR is small and is small when the input SNR is high.

7 Summary and Conclusions

As sophisticated signal processing systems proliferate in consumer electronics, distributed and net-
worked environments, unattended sensors, etc. there is increasing emphasis on efficient use of associ-

ated resources. For these and other reasons, the concepts of approximate processing and incremental
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SNR Improvement
=
o
T
il

Figure 10: Performance profile for truncations of a 20th-order Butterworth filter with half-power frequency
/2.

refinement will undoubtedly play an increasingly important role in signal processing systems. In prac-
tice it has always been the case that many signal processing systems have utilized approximations to
exact algorithms based on empirical or heuristic strategies. Also, many exact algorithms have been
formulated mathematically in an iterative or recursive form which in many cases naturally result in
an implementation with incremental refinement. However, many iterative algorithms are structured in
this form for efficient realization of the exact algorithm rather than with the goal of utilizing them in
the context of approximate processing. Thus in many cases, the iterative or recursive structure does
not produce useful intermediate or approximate results until convergence is almost reached.

One of our objectives in this paper has been to suggest that there is the potential for developing a
more formal approach to approximate processing and incremental refinement in the context of signal
processing algorithms. Toward this end, we believe that there is significant potential in the formalism
of approximate processing currently being developed in the computer science community. At present
that formalism has only been applied in a few instances. However, among other things, it suggests an

approach and an interest in developing structured ways of thinking about, evaluating, and generating
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Figure 11: Demultiplexing of FDM speech using low-power frequency selective filtering. (a) Passband
speech, (b) stopband speech, and (c) number of filter sections as a function of sample number.
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algorithms of this type.

In the first part of this paper we have summarized some of the ideas and approaches toward approx-
imate processing as currently being formulated in the computer science literature. We then presented
four examples of signal processing algorithms that are structured with these goals in mind. As is evi-
dent in the discussion, in a general sense these four examples fit within the broad conceptual framework
of approximate processing as discussed in Section 2. However, there remains a large gap between the
formal structure and its application in detail to these four examples and more broadly to the field
of signal processing in general. Closing this gap and expanding the formalism is one of the exciting
challenges of this emerging topic.

The four examples that were presented in sections 3-6 were chosen as case studies to illustrate
some specific points. The algorithm in Section 3 was chosen to illustrate how an existing recursive
structure can be adapted as an incremental refinement structure. The particular example exploits the
recursive structure of the FFT algorithm to obtain an algorithm for signal detection with incremen-
tal refinement. Section 4 presents an example of the development of a new incremental refinement
structure for an existing signal processing transform (the DFT) in the context of a particular class of
applications, specifically real-time spectral analysis. In Section 5, through the example of DCT-based
image encoding/decoding, we illustrate how an existing computational structure, which does not have
the characteristic of incremental refinement, can be modified so that it does. In Section 6, through
the discussion of low-power algorithms for approximate processing in the context of digital filters, we

illustrate the development of approximate processing algorithms for conservation of resources.
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